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Outline of the next few lectures

- Deep learning in tree-based game solving 1
- Deep learning recap
- NFSP
- Deep CFR
- Policy gradient methods

- Deep learning in tree-based game solving 2
- MCCFR
- DREAM
- ESCHER
- NeuRD

- Deep learning in tree-based game solving 3
- DeepNash for expert-level Stratego

- Deep learning in tree-based game solving 4
- AlphaStar and OpenAI 5 for SOTA in video games
- Double Oracle brief intro

- SOTA in double oracle algorithms
- PSRO
- XDO
- SP-PSRO



A Taxonomy of Game-Theoretic RL

- Counterfactual Regret Minimization (Zinkevich et al. 2007)
- CFR: Zinkevich et al. 2007
- MC-CFR: Lanctot et al. 2009
- Deep CFR: Brown et al. 2019
- DREAM: Steinberger et al. 2020
- ESCHER: McAleer et al. 2022

- Policy Gradients
- Regret Policy Gradient (Srinivasan et al. 2018)
- OpenAI Five (OpenAI 2019)
- Neural Replicator Dynamics (Hennes, Morrill, and Omidshafiei et al. 2020)
- Actor Critic Hedge (Fu et al. 2022)
- DeepNash for expert-level Stratego (Perolat, de Vylder, and Tuyls et al. 2022)
- Magnetic Mirror Descent (Sokota et al. 2022)

- PSRO (McMahan et. al. 2003, Lanctot et al. 2017)
- AlphaStar for expert-level Starcraft (Vinyals et al. 2019)
- Pipeline PSRO (McAleer and Lanier et al. 2020) 
- α-PSRO (Muller et al. 2020)
- XDO (McAleer et al. 2021)
- Joint-PSRO (Marris et al. 2021)
- Anytime PSRO (McAleer et al. 2022)
- Self-Play PSRO (McAleer et al. 2022)

- Neural Fictitious Self Play (Heinrich and Silver 2016)
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Extensive-Form Games

- History h is ground truth state of the game
- All cards for all players

- Information set s is observation for one 
player

- Set of histories consistent with observation
- The hand for one player

- Policy πi(a | s) gives distribution over actions 
at information set s

- Reach probability ηπ(h) is joint probability of 
reaching history h under π

- Terminal history z is history at end of game
- Utility ui(z) is utility for player i

a1 a2

s1

h1 h2

h0

a3 a4 a3
a4

u(z1) u(z2) u(z3) u(z4)



CFR Recap

- Independently minimize 
counterfactual regret at every 
information set
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CFR Recap

- Independently minimize 
counterfactual regret at every 
information set

- Tabular CFR traverses entire tree and 
updates policy via no-regret at every 
information set



Deep CFR

- Estimate counterfactual regret
- Regrets are updated only for the 

traverser on an iteration. 
- At infosets where the traverser acts, all 

actions are explored. At other infosets 
and chance nodes, only a single action 
is explored.

- Add counterfactual regret estimates to 
replay buffer

- Train neural network to estimate 
cumulative regret conditioned on 
information set

Brown, Lerer, Gross, and Sandholm, Deep Counterfactual Regret Minimization, ICML 2019



External Sampling Traversal



Deep CFR Pseudocode



(Outcome-Sampling) Monte-Carlo CFR

- Traversing game tree is too costly
- Instead, sample a trajectory and update information sets along trajectory
- Include importance sampling term to remain unbiased

CFR Term

Importance Sampling Term

Lanctot et al. Monte Carlo Sampling for Regret Minimization in
Extensive Games. NIPS ‘09



(Outcome-Sampling) Monte-Carlo CFR

- Traversing game tree is too costly
- Instead, sample a trajectory and update information sets along trajectory
- Include importance sampling term to remain unbiased

Unbiased Estimator of 
History ValueCFR Term

Importance Sampling Term

Lanctot et al. Monte Carlo Sampling for Regret Minimization in
Extensive Games. NIPS ‘09



DREAM

- Use MC-CFR estimator to estimate 
counterfactual regret

- Add counterfactual regret estimates to 
replay buffer

- Train neural network to estimate 
cumulative regret conditioned on 
information set

- DREAM reduces variance with 
history-value baseline

Problem: importance-sampling term causes estimator to have high 
variance, making it very difficult to train neural network in large games 



ESCHER

1. Replace estimator of history value with learned value function
2. Remove reach-weight importance sampling term by sampling from fixed 

distribution 





Tabular ESCHER Algorithm



ESCHER





Variance







NeuRD

- Recall: All-actions policy gradient



NeuRD

- Recall: All-actions policy gradient (where π is a softmax over logits y)

- This doesn’t converge to a NE



NeuRD

- Instead of taking gradient of softmax, take gradient of logits



NeuRD

- In normal form, gradient of the logit is just the identity, so equivalent to hedge
- As a result, could put it in as the local learning rule in CFR to get CFR-Hedge



NeuRD

- Practical algorithm: don’t do reach weighting but do policy gradient with 
NeuRD objective [not guaranteed to converge]



NeuRD


